Abstract - Acoustic sensing is a viable approach for solving issues related to many applications, namely, biomedical, distance measurements, mechanical, health infrastructure monitoring, etc. It is generally sustainable and of no negative impact on the object under test. The use of acoustic sensing under beamforming technique is an important asset to be exploited, especially for the aforementioned applications. This paper illustrates a generalized approach of modeling and designing a full beamformer using two specific classes: LCMP (Linear Constrained Minimum Power) beamformers that are used to overcome robustness limitations and MVDR (Minimum Variance Distortionless Response) beamformers. Any aspect of modeling and designing is always related to the DOA (Direction of Arrival). The obtained results are based on assumptions extracted from an actual case of constructed system.
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I. INTRODUCTION

Beamforming remains one of the most powerful technique for processing information and signals from an array of sensors or ‘Smart Antenna’ acquiring samples located in a spatial architecture of propagating wave fields. The steering vector of the beamformer is an important aspect since it is used for electrically operating either Uniform Linear Array (ULA) or Uniform Circular Array (UCA) in 2D space [1]. The beamformer linearly combines the
spatially sampled time series from each sensor to obtain a scalar output time series. The goal is to estimate, as accurate as possible, a determined signal coming from a given direction in the space (signal of interest), that is, however, submersed within various interfering signals and noise (Figure 1). When the desired signal and the interfering signals simultaneously have the same frequency band [2], it is not certainly possible to exploit the only temporal filtering, to isolate the useful signal [3]. Since the expected signal and interfering ones have usually different origins in spatial regions, this spatial diversity can be used for the aforementioned reason, utilizing a spatial filtering in receiving unit. With beamforming, we indicate a technique by means of which we carry out a versatile form of spatial filtering [4][5][6], to separate signals that are spectrally superposed but that they come from diverse spatial directions [7][8][9].

Let us assume that the incident signal, on the array of sensors, is a complex plane wave, with DOA $\theta$ and frequency $\omega$. Let us take, as reference, the signal of the first sensor with a null phase [10][11]. This implies that

$$x_1(k) = e^{j\omega k} \quad (1)$$

while

$$x_n(k) = e^{j\omega k - \Delta_n(\theta)} \quad (2)$$

for $2 \leq n \leq N$

The term $\Delta_n(\theta)$ represents the temporal delay due to propagation between the first sensor and the $n$-th one. By replacing Eq.(1) and Eq.(2) at the output [12] of the beamformer, that brings to
\[ y(k) = e^{j\omega k} \sum_{n=1}^{N} w_n^* e^{-j\omega_0 n} = e^{j\omega k} r(\theta, \omega) \]  
(3)

\[ y(k) = e^{j\omega k} \sum_{n=1}^{N} \sum_{\xi=0}^{L-1} w_n^* e^{-j\omega_0 n} \Delta_n(\xi) = e^{j\omega k} r(\theta, \omega) \]  
(4)

where, in both cases, \( \Delta_1(\theta) = 0 \).

The term \( r(\theta, \omega) \) is the response of beamformer and it could be expressed in vectorial way, as

\[ r(\theta, \omega) = w^H d(\theta, \omega) \]  
(5)

where

\[ d(\theta, \omega) = [1 \quad e^{j\omega \tau_2(\theta)} \quad e^{j\omega \tau_3(\theta)} \ldots \quad e^{j\omega \tau_D(\theta)}]^H \]  
(6)

with \( \tau_i(\theta) \), for \( 2 \leq i \leq D \), corresponding to the temporal delay due to propagation. The vector \( d(\theta, \omega) \) is the response vector of the array also called steering vector or directional vector. Non ideal characteristics of sensors can be included in \( d(\theta, \omega) \), by multiplying each phase delay by a dedicated function \( a_i(\theta, \omega) \) that describes the response of the related sensor in function of direction and temporal frequency [13]. Hence, it is possible to define the beam pattern [14] as

\[ BP = |r(\theta, \omega)|^2 \]  
(7)

that represents the Energy distribution in the space during transmission step and the direction of major and minor sensitivity during receiving step. A beam pattern is depicted in Fig. 2.

![Beam pattern main parameters for a linear array of 8 sensors](image)

Now, let us consider a linear array of sensors; let it \( d \) the reciprocal distance among sensors, \( c \) the propagation speed within the medium and \( \theta \) the DOA of signal [15] with respect to the
versor perpendicular to the direction of the array, see Fig.3 where \( S \) is the source. If we assume that the incident wave is plane, we have

\[
\tau_x(\theta) = (n-1)\frac{d}{c}\sin(\theta)
\]

and substituting in Eq.(6) we obtain

\[
d(\theta, \phi) = \begin{bmatrix}
e^{-j\frac{2\pi m\sin(\theta)}{c}d}
e^{-j\frac{2\pi m\sin(\theta)}{c}2d}......e^{-j(\frac{2\pi m\sin(\theta)}{c}(n-1)d)}
\end{bmatrix}^H
\]

There are several categories of array of sensors, each one with specific characteristics [16]. This paper, falling within a consolidated research, deals with bi-dimensional arrays since linear arrays are unfit to discriminate the elevation component \( \phi \) of the DOA; in particular, for sake of simplicity, we have adopted arrays with elements located according to a square array [17].

The array of sensors, for beamforming considerations, must display some basic characteristics, that is, directivity, array gain versus spatially white noise, and sensitivity and tolerance factor.

II. PREVIOUS WORK AND ASSUMPTIONS

This paper intends to generalize the modeling and the design of acoustic sensing system based on DOA for objects/obstacles retrieval. Moreover, some specific findings have been included for shape detection and recovery. The research is a follow up of the previous one [18] where a constructed architecture has been tested. The system, as summarized in Figure 4, contains an array of \( nxm \) \( (n=5, m=5) \) microphones, \( n \) buffers, an array for signal conditioning, a driving circuit, a beamformer, a dsPIC control, a transmitting circuit based on 555 timer, a ceramic
transducer 328ST160 of Prowave, and a backscattered receiving circuit. A supervising control is acted by means of a dsPIC.

Figure 4. Overall architecture block scheme

For testing the system, the obstacle has been located in an upper position (see Figure 5). The time of acquisition is $t_{\text{stop}} - t_{\text{start}}$ and the distance $d$ is calculated by using the well-known formula $d = \frac{ct}{2}$ in which $c$ (340 m/s) indicates air wave speed.

Figure 5. Acoustic sensing system

The system has demonstrated its reliability by performing different measurements within the envisaged distance. Two channels over five have been used to carry out trials.
III. MODELING AND DESIGNING

The modeling and design mostly concern the application of LCMP and MVDR beamformers for an ideal (Figure 6) and actual array (Figure 7) with 5x5 gridded elements, and separated among them by a distance \( d_x = d_y = \lambda/2 \) (see again Figure 6). The frequency at the input of beamformer is 32,8 kHz, equal to the operating frequency of the acoustic transducer while the sound speed to be considered for the simulations is 345 m/s. All simulations are performed for \( n=1000 \) samples.

![Figure 6. Model of 5x5 array](image)

The main scope of the algorithm for simulation is to minimize the total power at the output of the beamformer related to LCMP and MVDR [19] that is

\[
E\{\|y\|^2\} = E\{w^H X X^H w\} = w^H E\{XX^H\}w = w^H Rw
\]

(10)

with a unity gain \((w^H d_0 = 1)\) along the direction of the desired signal \(d_0 = d(\theta_0)\). That is, we would like to solve the following problem

\[
\min_w w^H Rw \quad \text{and} \quad w^H d_0 = 1
\]

(11)

That is a problem of constrained minimum to be solved with lagrangian multipliers

\[
w_{opt} = \min_w [w^H Rw + \lambda (w^H d_0 - 1)]
\]

(12)

The point of the minimum is extracted by setting to zero partial derivatives of the argument of Eq.(12) with respect to \( w \) and \( \lambda \):
that yields to

\[
\begin{align*}
\mathbf{w} &= \lambda \mathbf{R}^{-1} \mathbf{d}_0 \\
\lambda &= \frac{1}{d_w^H \mathbf{R}^{-1} \mathbf{d}_0}
\end{align*}
\]  

(14)

hence, obtaining the following solution

\[
\mathbf{w} = \frac{\mathbf{R}^{-1} \mathbf{d}_0}{d_w^H \mathbf{R}^{-1} \mathbf{d}_0}
\]

(15)

It is necessary to pay attention on the term on the denominator of Eq. (15) that is scalar for

simply satisfying the constrain \(w^H d_0 = 1\), in other words to have unity gain along the
direction \(\theta_0\).

To implement this algorithm in a real time, it is necessary to apply an adaptive mechanism of

estimation of matrix \(\mathbf{R}\). This mechanism is called CLMS (Constrained Least Mean Square)

[20]. Instead of minimizing the rms of estimation, we minimize the Lagrangian defined within

the problem of optimization according to Eq. (12) as

\[
J(w, \lambda) = w^H \mathbf{R}w + \lambda^H (w^H d_0 - 1) + \lambda' (w^H d_0^* - 1)
\]

(16)

where the last term is the conjugate of multipliers of Lagrange, and it is added to force the

lagrangian to assume real values. Using \(J(w, \lambda)\) in the relationship of updating weights as
we have

\[ w(k+1) = w(k) - \mu \nabla_{w} \{ w^{T} R w + \lambda^{T} (w^{T} d_{0} - 1) + \lambda^{T} (w^{T} d_{o} - 1) \} \]

\[ = w(k) - \mu (R w(k) + d_{o} \lambda) \]  \hspace{1cm} (18)

The vector \( \lambda \) can be determined imposing that the vector of weights at instant \( k+1 \) satisfies the constrain \( w^{H}(k+1) d_{o} = 1 \) by obtaining

\[ w(k+1) = w(k) - \mu [I - d_{0} (d_{o}^{T} d_{o})^{-1} d_{o}^{T}] R w^{H} + d_{o} (d_{o}^{T} d_{o})^{-1} [1 - w^{H} d_{o}] \]  \hspace{1cm} (19)

Let us call \( w_{c} \) the term \( d_{0} (d_{o}^{T} d_{o})^{-1} \) that represents the fixed part of the vector of weights due to the respect of constrains; moreover we can define \( P_{a} = I - d_{0} (d_{o}^{T} d_{o})^{-1} d_{o}^{T} \) as the matrix of projection associated to the adaptive component of the vector of weights. Thanks to the above notations, the equation of the updating of weights becomes

\[ w(k+1) = w_{c} + P_{a} [w(k) - \mu R w(k)] \]  \hspace{1cm} (20)

Figure 8. Proposed algorithm for beam pattern and shaping
From Eq.(20) it is now clear the separation between adaptive and non adaptive parts of the vector of weights: the first part depends upon data as input for sensors through the matrix of correlation $R$, that is unknown. To make easier the algorithm, we substitute the matrix of correlation with an instantaneous estimation obtained from the scalar product of the vector of data as input ($X(k)X^H(k)$). That is typically done by LMS (least Mean Square). Summarizing, the MVDR in the adaptive version is

$$P_a = I - d_o(d_o^Hd_o)^{-1}d_o^H$$
$$w_c = d_o(d_o^Hd_o)^{-1}$$

$$y(k) = w^H(k)X(k)$$
$$w(k+1) = w_c + P_a[w(k) - \mu y^*(k)X(k)]$$

analogously [19] for LCMP we have a summary of the algorithm as

$$P_a = I - C(C^HC)^{-1}C^H$$
$$w_c = C(C^HC)^{-1}$$

$$y(k) = w^H(k)X(k)$$
$$w(k+1) = w_c + P_a[w(k) - \mu y(k)y^*(k)]$$

This algorithm is also expressed, in a concise way, by the flowchart of Figure 8 that describes both MVDR and LCMP beamformers.

IV. RESULTS

To make easier the practical application of the algorithm, let us consider the signal of interest arriving, for example, from direction ($\theta=40, \phi=90$) with SNR equal to a 35 dB, and we assume to have three interferences coming from DOA$_1$ ($\theta=-60, \phi=40$), DOA$_2$ ($\theta=-60, \phi=160$) and DOA$_3$ ($\theta=40, \phi=40$) with INR$_1=10$ dB, INR$_2=10$ dB and INR$_3=10$ dB. We assume 0.316 V as a level of background noise, and frequency signal 32.8 kHz and step size $\mu=10^{-5}$. We illustrate beam patterns for a 5x5 array of Figure 6, related to MVDR and LCMP, either linear or logarithmic. From Figure 9, we can see that the constrain of unity gain, along
the direction of interest, is satisfied while, from Figure 10, it is possible to appraise the average level of attenuation of side-lobes that is around -15 dB. From Figure 11 that represents the illustration of level curves of the previous beam pattern, we can see the interferences are certainly attenuated, but the beamformer does not impose nulls in correspondence of their directions of arrival: although the directions $\text{DOA}_1 (\theta=-60, \phi=40)$ and $\text{DOA}_2 (\theta=-60, \phi=160)$ are located in the vicinity of a zero and are attenuated by more than 70 dB, the direction $\text{DOA}_3 (\theta=40, \phi=40)$ is somewhat far from the next zero, that leads to an attenuation of 20 dB in that point. The inability to fix nulls along the direction of interferences is a weak point of the MVDR algorithm, that always lowers the ability to estimate the waveform of interest.

In fact, if, as for the considered case, the output of the beamformer is close to the desired signal (estimation error equal to 1.16%), by increasing the value of INR3 to 40 dB, the output is distorted in a significant way (estimation error equal to 13.63%), as it is demonstrated in Figure 12, where we can see two features of estimated signal, upper, for $[35-10-10-10]$ dB and lower, for $[35-10-10-40]$ dB.
Figure 11. Beam pattern for MVDR in bi-dimensional logarithmic scale

Figure 12. Comparison between estimated signal by MVDR beamformer and expected signal for [35-10-10-10] dB (upper) and [35-10-10-40] dB (lower)

To underline the specificity of LCMP with respect to MVDR, it is appropriate to simulate them in the same conditions as it is reported at the beginning of this section. The results are described in Figure 13, Figure 14, Figure 15, and Figure 16. LCMP, according to Figure 16, does not exhibit a difference, as it is for MVDR (see Figure 12) for [35-10-10-40] dB.

Figure 13. Beam pattern for LCMP case in linear scale
Having illustrated the results of modeling and designing, we are now able to illustrate the effects of the number of sensors of the array with respect to the resolution. Let us adopt a LCMP beamformer since we have already used it before. We have introduced the beam pattern parameters in Figure 2. Let us also introduce another formulation; the beam pattern for an array is defined as the frequency-wavenumber response function assessed versus the
direction [19], that is

\[ B(\omega : \theta, \phi) = \gamma(\omega, k) \left|_{\frac{2\pi}{\lambda}} \right. \]

where \( a(\theta, \phi) \) is a unit vector with spherical coordinate angles. We notice that the beam pattern is the frequency-wavenumber function evaluated on a sphere of radius \( 2 \pi / \lambda \). In Eq.(23), \( \gamma(\omega, k) \) is termed as frequency-wavenumber response function of the array of sensor. The 3-dB beamwidth (or the half-power beamwidth, HPBW) is a measure of the width of the beam. It is defined to be the point where \( |B(\omega, k)|^2 = 0.5 \) or \( |B(\omega, k)| = 1 / \sqrt{2} \). It represents the minimum angular distance that two sources must have, each other, so that they can be distinguished by the beamformer as two distinct sources. The resolution depends upon the geometry of the array and the number of elements; it is very difficult to be determined in analytical way, especially for bi-dimensional arrays. For a \( N \times N \) array of sensors (with \( N=5 \), as for our case), the angular resolution along the directions \( \theta \) and \( \phi \) can be retrieved [21] [22] [23] as

\[ HPBW = 2\arcsin\left(\frac{0.891}{N}\right) \]

With \( N=5 \), the resolution is around 21°, value confirmed by the Figure 17 that represents, with level curves, the linear beam pattern of array up to the value 0.707, that is 3 dB under the maximum value 1.

![Fig.17 Angular resolution (HPBW) for a 5x5 array of sensors](image)

The angular resolution can be now detailed [24]. Let us consider, for example, the detection of two obstacles in function of \( N \). Let us also consider three configurations; \( N=5 \), \( N=8 \) and \( N=10 \).
One can see the improvement of the resolution according to the increasing of the number of the sensors constituting the foreseen array. That is *per se* an expected finding but the best finding is the dimension of the imaging of obstacles depicted by each figure: Figure 18, Figure 19 and Figure 20. There is a strict coincidence between the base aperture (see beam pattern) and the inner dimension of the spot, indicating the resolution, according to imaging located in the left.
V. CONCLUSIONS

Beamforming and array of sensors are intrinsically connected as “siamese children”. Beamforming allows impressive and unexpected use of array of sensors in many fields and applications, namely, biomedical [25] [26], industrial [27], environmental, wireless networking, etc… The main goal of this research, which is still on the way, is to develop applications and new findings in the field of array of sensors using beamforming. This goal also includes a generalization of the approach in order to be able to design and modeling acoustic system. We have demonstrated, thanks to the use of two beamformers, namely, LCMP and MVDR, that it is possible to improve the construction of array of sensors for obstacle detection. It also leads to low cost shaping of objects located at certain distances. The current study, beyond medical ultrasound, is able to lead to material detection and shaping with few sensors, allowing also an imaging fusion [28].
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