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Abstract Automatic facial expression recognition from video sequence is an essential research area in the field of computer vision. In this paper, a novel method for recognition facial expressions is proposed, which includes two stages of facial expression feature extraction and facial expression recognition. Firstly, in order to extract robust facial expression features, we use Active Appearance Model (AAM) to extract the global texture feature and optical flow technique to characterize facial expression which is determined facial velocity information. Then, these two features are integrated and converted to visual words using “bag-of-words” models, and facial expression is represented by a number of visual words. Secondly, the Latent Dirichlet Allocation (LDA) model are utilized to classify different facial expressions such as “anger”, “disgust”, “fear”, “happiness”, “neutral”, “sadness”, and “surprise”. The experimental results show that our proposed method not only performs stably and robustly and improves the recognition rate efficiently, but also needs the least dimension when achieves the highest recognition rate, which demonstrates that our proposed method is superior to others.

Index terms: Facial expression recognition, Active Appearance Model (AAM), Bag of Words model, LDA model, computer vision.
I. INTRODUCTION

Automatic facial expression recognition is an interesting and challenging problem, and impacts important applications in many areas such as human computer interaction. Human Computer Interaction moves forward in the field of computer vision. Computer vision has higher precision and processing speed than the human eye. It is an important research topic and has made great progress in the past decades. Archana S. Ghotkar and Dr. Gajanan K. Kharate [1] have discussed vision based hand gesture recognition system as hand plays vital communication mode. Yongqing Wang and Yanzhou Zhang [2] presented an improved SVDD algorithm to handle object tracking based on machine vision efficiently.

Computer vision technology has been widely used. For example, it has been successfully applied in the field of industrial detection and greatly improves the quality and reliability of the product. In the field of biomedicine, it is used to assist doctors in medical images analysis. Facial expressions recognition based on vision closely relates to the study of psychological phenomena and the development of human-computer interaction. Such a research has both significant theoretic values and wide potential applications. As a scientific issue, facial expressions recognition is a typical pattern analysis, understanding and classification problem, closely related to many disciplines such as Pattern Recognition, Computer Vision, Intelligent Human-Computer Interaction, Computer Graphics, and Cognitive Psychology etc. Its research achievements would greatly contribute to the development of these disciplines. While as one of the key technologies in Biometrics, facial expressions recognition techniques are believed having a great deal of potential applications in public security, law enforcement, information security, and financial security.

After more than 30 years’ development, automatically recognizing facial expression has made great progress especially in the past ten years. There are many researches already carried out to recognize facial expressions from video sequence. F. Samaria and S. Young [3] proposed a new architecture of hidden Markov models (HMMs) for representing the statistics of facial images from video sequences. C. Shan and S. Gong et al. [4] used Boosted-LBP to extract the most discriminant LBP features for person-independent facial expression recognition in compressed low-resolution video sequences captured in real-world environments. X. Feng et al. [5] divided automatically the face area into small regions, extracted the local binary pattern (LBP)

Facial expression recognition based on vision is a challenging research problem. However, these approaches have been fraught with difficulty because they are often inconsistent with other evidence of facial expressions [12]. It is essential for intelligent and natural human computer interaction to recognize facial expression automatically. In the past several years, significant efforts have been made to identify reliable and valid facial indicators of expressions. L. Wang et al. [13] used Active Appearance Models (AAM) to decouple shape and appearance parameters from face images, and used SVM to classify facial expressions. In [14, 15], Prkachin and Solomon validated a Facial Action Coding System (FACS) based measure of pain that could be applied on a frame-by-frame basis. Most must be performed offline, which is both timely and costly, and makes them ill-suited for real-time applications. In [16], Zhang et al. combined the advantages of Active Shape Model (ASM) with Gabor Wavelet to extract efficient facial expressions feature and proposed ASM+GW model for facial expression recognition. Zhang [17] used supervised locality preserving projections (SLPP) to extract facial expression features, and multiple kernels support vector machines (MKSVM) is used for facial expression recognition. Methods described above use static features to characterize facial expression, but these static features cannot fully represent facial expressions.

However, evaluation results and practical experience have shown that facial expression automatically technologies are currently far from mature. A great number of challenges are to be solved before one can implement a robust practical application. The following key issues are
especially pivotal: (1) the accurate facial feature location problem, which is the prerequisite for sequent feature exaction and classification; (2) efficient face representation and corresponding classifier with high accuracy; (3) how to improve the robustness of facial expression recognition to inevitable misalignment of the facial feature.

In this paper, we propose a method for automatically recognizing facial expressions from video sequences. This approach includes two steps. One step is facial expression features extraction; the other step is facial expressions classification. In the extracting feature, we use Active Shape Model (AAM) for facial global texture feature and motion descriptor based on optical flow for facial velocity features. Then, these two features are integrated and converted to visual words using “bag-of-words” models, and facial expression is represented by a number of visual words. Final, the LDA model is used for facial expression recognition. In addition, in order to improve the recognition accuracy, the class label information is used for the learning of the LDA model. Input unlabeled facial video sequence, our goal is to automatically learn different classes of facial expressions present in the data, and apply the LDA model for facial expressions categorization and recognition in the new video sequences. Our approach is illustrated in figure 1.

The paper is structured as follows. After reviewing related work in this section, we describe the facial expression feature representation base on AAM model, optical flow technique and “bag-of-words” models in section 2. Section 3 gives details of LDA model for recognize facial expression. Section 4 shows experiment result, also comparing our approach with three state-of-the-art methods, and the conclusions are given in the final section.
II. FACIAL EXPRESSION FEATURE EXTRACTION AND REPRESENTATION

Facial expression is the most expressive way humans display emotions. It delivers rich information about human emotion and provides an important behavioral measure for studies of emotion and social interaction et al. Human facial expression plays an important role in human communications. Deriving an effective facial representation from original face images is a vital step for successful facial expression recognition. Due to great changes in the dynamic characteristics and lack of constraints, this paper proposes AAM model for facial global texture feature extraction and optical flow model for facial velocity features, which can describe facial expression effectively.

a. Active Appearance Models for global texture feature extraction

Accurate facial feature alignment is the prerequisite. Active Shape Model (ASM) and Active Appearance Model (AAM) are the main methods for this problem. ASM is a parameterisation-based statistical model, which is mainly used in image feature points extraction and image segmentation. ASM [18] can iteratively adapt to refine estimates of the pose, scale and shape of models of image objects, and is a powerful method for refining estimates of object shape and location. AAM [19] contains a statistical model of the shape and grey-level appearance of the object of interest and can generalize to almost any valid example. These models represent objects as sets of labeled points. An initial estimate of the location of the model points in an image is improved by attempting to move each point to a better position nearby. Adjustments to the pose variables and shape parameters are calculated. Limits are placed on the shape parameters ensuring that the example can only deform into shapes conforming to global constraints imposed by the training set. An iterative procedure deforms the model example to find the best fit to the image object. AAM are parametric statistical models which describe the visual appearance of arbitrary object classes. The variation in object appearance is modeled by a shape component (represented by image landmarks) and a shape-free texture component. AAM are trained from sample images with annotated landmark positions. We use AAM to extract global texture feature. The steps can be briefly described as follows:

AAM training is based on annotated sample images. First, calibration of feature points. Given a training set of facial image \( X = \cdots \), Where \( N \) is the number of images.
$L_n = \{1, 2, \ldots, n_M\}$ is corresponding landmarks, where $n \in \ldots$. The shape model is built by aligning the given shape samples $\{L_1, L_2, \ldots\}$, which includes translation, rotation, and scale via Procrustes analysis and results in shapes $\zeta \zeta \zeta \ldots$. The shape variations are then parameterized by applying principal component analysis (PCA) to obtain the matrix $\zeta = - \ldots$, where $\zeta = \frac{1}{N} \sum$ is the mean shape. The result is a linear model which describes an arbitrary shape $\zeta$ based on its shape parameters $b_s$ and the shape eigenvectors $p_s$. The mean shape $\zeta$ of all samples is calculated as follow:

$$\zeta = +$$  \hspace{1cm} (1)

The second step of AAM training is building a texture model. Firstly, each image $I_1, I_2, \ldots$ is warped into a common reference frame, namely the mean shape $\zeta$. The shape-normalized images are then vectorized and result in the texture vectors $\gamma \gamma \gamma \ldots$. Then, we employ the very same PCA-based procedure as for the shape model, which results in the linear texture model. It is expressed as follow:

$$\gamma = +$$ \hspace{1cm} (2)

Where $\gamma$ is an arbitrary shape-normalized texture with texture, parameters $p_g$ and $b_g$ are the texture eigenvectors, and $\gamma = \frac{1}{N} \sum$ is the mean texture of the samples.

The third step of AAM training is to merge shape and texture parameters into one parameter set, so we can obtain a combined representation of both shape and texture, which is achieved by concatenating the variance-normalized shape and texture parameter vectors for each training sample and again applying PCA. Thus we can obtain appearance parameter as follows:

$$\begin{pmatrix} \zeta \\ \gamma \end{pmatrix} = +$$ \hspace{1cm} (3)

$$\begin{pmatrix} \zeta \\ \gamma \end{pmatrix} = +$$ \hspace{1cm} (4)

$$\begin{pmatrix} \zeta \\ \gamma \end{pmatrix} = +$$ \hspace{1cm} (5)
Where $\mathbf{w}_s$ is diagonal matrix and can adjust the weights between the shape model and texture model, $\mathbf{p}_c$ is feature vector, and $c$ is comprehensive model parameters, it can be used to control the shape and texture of the model.

The last step is AAM search. We are synthetic appearance model according to the image and the model parameters. By adjusting the model parameters, model appearance and the actual image difference is minimal. Vector differential is expressed as follow:

$$\delta = -$$

(6)

Where $I_i$ is gray vector of image texture, $I_m$ is gray vector of texture synthesis model. We can minimize the difference between the model and the image vector by changing the parameter $c$ of the model. AAM algorithm has a good effect to the extraction of target and good robustness to the shade and degradation in real life problems.

b. Facial velocity feature extraction

Optical flow-based face representation has attracted much attention. B. Fasel and J. Luettin [20] used optical flow to estimate facial muscle actions for facial expressions recognition. According to the physiology, facial expressions are the result of facial muscle actions which are triggered by the nerve impulses generated by emotions. The expression is a dynamic event; it must be represented by the motion information of a face. So we use facial velocity features to characterize facial expression. The facial velocity features (optical flow vector) are estimated by optical flow model, and each facial expression is coded on a seven level intensity dimension (A–G): “anger”, “disgust”, “fear”, “happiness”, “neutral”, “sadness” and “surprise”.

Given a stabilized video sequence in which the human face appears in the center of the field of view, we compute the facial velocity (optical flow vector) $\begin{pmatrix} u \\ v \end{pmatrix}$ at each frame using optical flow equation, which is expressed as:

$$\nabla \cdot \mathbf{u} =$$

(7)

where $(x, y, t)$ is the image in pixel $(x, y)$ at time $t$, where $I(x, y, t)$ is the intensity at pixel $(x, y)$ at time $t$, $u = \frac{\partial}{\partial x}$, $v = \frac{\partial}{\partial y}$ is the horizontal and vertical velocities in pixel $(x, y)$. 

There are many methods to solve the optical flow equation. We use the Lucas and Kanade algorithm [21] to calculate the optical flow velocity. Lucas and Kanade method has better accuracy and stability.

We can obtain the facial velocity \( \left( \right) \) by using the least squares:

\[
\frac{u}{\partial x} \sum \frac{\partial}{\partial y} \sum \phi
\]

\[
\frac{v}{\partial y} \sum \frac{\partial}{\partial y} \sum \phi
\]

(8)

(9)

According to the equation (9) and equation (10), calculate optical flow vector \( \left( \right) \):

\[
\sum \sum \phi
\]

(10)

where \( \phi \) is the window function. Lucas and Kanade method is fast to calculate and easy to implement. It meets the requirements of stable, reliable, high precision.

\( u \) and \( v \) are further half-wave rectified into four nonnegative channels \( u_x^+, u_x^-, v_y^+, v_y^- \) so that \( u_x = - \) and \( v_y = - \). These four nonnegative channels are then blurred with a Gaussian kernel and normalized to obtain the final four channels \( u_x^+, u_x^-, v_y^+, v_y^- \).

Facial expression is represented by facial velocity features that are composed of the channels \( u_x^+, u_x^-, v_y^+, v_y^- \) of all pixels in facial image. Facial expression can be regard as facial motion which are important characteristic features of facial expression, in addition to, the velocity features have been shown to perform reliably with noisy image sequences, and has been applied in various tasks, such as action classification, motion synthesis, etc.

**c. Visual words representation of facial expression**

The human facial expression is a dynamic event; it must be represented by the motion information of the human face. To improve the accuracy of facial expression recognition, fusing the facial global texture feature vector and optical flow vector forms a hybrid feature vector by using the method of BoW (Bag of Words) [22], which can be better more effective for facial expression representation.
We divide each facial image into $L \times L$ blocks, and each image block is represented by hybrid feature vector of all pixels in the block. On this basis, facial expressions are represented by visual words using the method of BoW. We randomly select a subset from all image blocks to construct the codebook. Then, we use k-means clustering algorithms to obtain clusters. Codewords are then defined as the centers of the obtained clusters, namely visual words. In the end, each face image is converted to the “bag-of-words” representation by appearance times of each codeword in the image is used to represent the image.

$$d = \{ (I, w_i), \ldots, (I, w_i) \},$$

where $n(I, w_i)$ is the number of visual word $w_i$ included in image, $M$ is the number of vision words in word sets. The processing pipeline of the “bag-of-words” representation is shown in figure 2.

III. LDA MODEL FOR FACIAL EXPRESSION RECOGNITION

After characterizing human facial expression, there are many methods to recognize human facial expression. Because human facial expression recognition can regard as a classification problem, we use the Latent Dirichlet Allocation (LDA) model to learn and recognize human facial expression.

The LDA model has been applied to various computer vision applications, such as text classification, object recognition, action recognition, human detection, etc. The LDA framework is machine learning algorithm. Our approach is directly modeling topic by a body of work on
using generative LDA models for visual recognition based on the “bag-of-words” paradigm. We propose a novel LDA framework, which can increase the recognition efficiency without compromising accuracy.

a. Analysis of LDA algorithm
Latent Dirichlet Allocation (LDA) was proposed by D. M. Blei [23] in 2003. LDA is a three-level hierarchical Bayesian model. The intuition behind LDA is the documents exhibit multiple topics. It is the key idea to model as a finite mixture over an underlying set of topics for each item of a collection. L. Shang and K. P. Chan. [24] extend the LDA topic model for modeling facial expression dynamics and proposed a very efficient facial expression recognition. A. Bansal and S. Chaudhary et al. [25] used a novel LDA and HMM-based technique for emotion recognition from facial expressions. LDA has widely used in image classification [26], human activities for classification [27, 28], etc.

LDA topic model has become popular tools for the unsupervised analysis of large document collections. The model posits a set of latent topics, multinomial distributions over words, and assumes that each document can be described as a mixture of these topics. With algorithms for fast approximate posterior inference, we can use the topic model to discover both the topics and an assignment of topics to documents from a collection of documents. The model of LDA is shown in figure 3.

![FIGURE 3 Graph model of LDA.](image)

In figure 3, nodes represent random variables, shaded nodes are observed variables, and unshaded ones are unseen variables. LDA model is made up of three-level hierarchical Bayesian. Each item of a collection is modeled as a finite mixture over an underlying set of topics. Each topic is modeled as an infinite mixture over an underlying set of topic probabilities in turn.
Suppose document, word, topic is represented by $d_j$, $w_i$, $z_k$, respectively. Given $(d_j, z_k, w_i)$, the joint probability of document $d_j$, topic $z_k$ and word $w_i$ can be expressed as:

$$p(d_j, z_k, w_i | \alpha, \beta) = \prod_{k=1}^{K} \beta^{|w_i|_{k}}$$  \hspace{1cm} (12)

where $\alpha = \sum_{k=1}^{K} p(z_k)$ is the probability of topic $z_k$ occurring in image $d_j$, $\beta = \sum_{l=1}^{L} p(w_l)$ is the probability of word $w_l$ occurring in topic $z_k$, $p(d_j | \alpha) \propto \sum_{i} p(d_j)$ can be considered as the prior probability of $d_j$, and $p(w_i | z_k, \beta) = \prod_{l=1}^{L} p(w_l)$ is the probability of word $w_l$ occurring in topic $z_k$, $\beta$. $p(w_i | z_k, \beta)$ and $p(z_k | d_j)$ are Multinomial distributions. The conditional probability of $p(w_i | \alpha, \beta)$ can be obtained by marginalizing over all the topic variables $z_k$:

$$p(w_i | \alpha, \beta) = \int_{z_k} \int_{z_k} \beta^{|w_i|_{k}}$$  \hspace{1cm} (13)

To maximize the objective function is:

$$F = \prod_{j=1}^{J} \prod_{i=1}^{I} n(w_i, d_j)$$  \hspace{1cm} (14)

The topic probabilities provide an explicit representation of a document. We present efficient approximate inference techniques based on variation methods and an EM algorithm for empirical Bayes parameter estimation. The EM algorithm consists of an expectation (E) step and a maximization (M) step: E-step computes the posterior probability of the latent variables, and M-step maximizes the completed data likelihood computed based on the posterior probabilities obtained from E-step. Both steps of the EM algorithm for LDA parameter estimate are listed below:

E-step:

Given $\alpha$ and $\beta$, estimate $p(z_k | d_j, w_i)$:

$$\alpha = \sum_{k=1}^{K} \beta^{|w_i|_{k}} \hspace{1cm} (15)$$

$$\beta = \sum_{l=1}^{L} p(w_l) \hspace{1cm} (16)$$

$$p(z_k | d_j, w_i) \propto \beta^{|w_i|_{k}} p(z_k | d_j) \hspace{1cm} (17)$$

M-step:

Given the estimated $p(z_k | d_j, w_i)$ in E-step, and $n(w_i, d_j)$, estimate $\alpha$ and $\beta$:

$$\alpha = \sum_{k=1}^{K} \beta^{|w_i|_{k}} \hspace{1cm} (15)$$

$$\beta = \sum_{l=1}^{L} p(w_l) \hspace{1cm} (16)$$

$$p(z_k | d_j, w_i) \propto \beta^{|w_i|_{k}} p(z_k | d_j) \hspace{1cm} (17)$$
\[ \alpha = \sum_i \sum_k d_j(w_i) \]  
\[ \beta = \sum_i \sum_k d_j(w_i) \]

where \( \sum_i \) is the length of document \( d_j \).

Two step iteration until convergence.

Given a new document, the conditional probability distribution over aspect \( p(z | d_{new}) \) can be inferred by maximizing the objective function of \( d_{new} \) using a fixed word-aspect distribution \( p(w_i | z_k) \) learned from the observed data. The iteration of inferring \( p(z | d_{new}) \) is the same as the learning process except that the word-topic distribution \( p(w_i | z_k) \) in Eq.(20) is a fixed value that is learned from training data.

b. LDA-based facial expression recognition

LDA is the Latent Dirichlet Allocation model. It is an unsupervised learning method. To improve the recognition efficiency, we build LDA model. LDA is one of the most efficient machine learning algorithms. In LDA, learning must simultaneously learn. To obtain training samples, we treat each block in an image as a single word \( w_i \), an image as a document \( d_j \), and a facial expression category as a topic variable \( z_k \). For the task of facial expression classification, our goal is to classify a new face image to a specific facial expression class. During the inference stage, given a testing face image, the document specific coefficients \( p(z_k | d_{test}) \). We can treat each aspect in the LDA model as one class of facial expressions. So, the facial expression categorization is determined by the aspect corresponding to the highest \( p(z_k | d_{test}) \). The facial expression category \( \xi \) of \( d_{test} \) is determined as:

\[ \xi = \arg \max_k p(z_k | d_{test}) \]  

In order to shorten training time, we adopt a supervised algorithm to train LDA. Each image has a class label information in the training images. We make use of this class label information in the training images for the learning of the LDA model, so each image directly corresponds to a certain facial expression class on train sets, the image for training data become observable. The parameter \( p(z_k | d_j) \) in the training step defines the probability of a word \( w_i \) drawing from a topic.
Letting each topic in LDA corresponds to a facial expression category, the distribution \( p(z_k | d_j) \) in the training can be simply estimated as:

\[
p(z_k | d_j) = \frac{n_j}{n} \tag{21}
\]

where \( n_j \) is the number of the images corresponding to the \( j \)-th facial expression class and \( n_{k,j} \) is the number of the \( k \)-th word (block) in the images corresponding to the \( j \)-th facial expression class. The LDA for facial expression recognition proceeds as follows:

**Step 1**: Local texture features are extracted by Active Shape Model (ASM).

**Step 2**: Facial velocity features are extracted, each facial image is divide into \( n \times n \) blocks, which is represented by optical flow vector of all pixels in the block.

**Step 3**: Vision words are obtained using \( k \)-means clustering algorithms.

**Step 4**: Facial expression is represented by fusion feature extraction of ASM and Optical flow, which use BoW histogram \( d \).

**Step 5**: For all \( k \) and \( j \), calculate:

\[
p(z_k | d_j) = \frac{n_j}{n} \tag{22}
\]

**Step 6**: E-Step, for all \((d_{\text{test}}, w_i)\) pairs, calculate:

\[
p(z_k | d_{\text{test}}, w_i) = \frac{1}{\prod_{l=1}^{z_k} p(z_k | d_{\text{test}})} \tag{23}
\]

**Step 7**: Partial M-Step, fix \( p(w_i | z_k) \) as calculated in step 5, for all \( k \), calculate:

\[
p(z_k | d_{\text{test}}) = \frac{\sum z_k | d_{\text{test}}, w_i}{n(d_{\text{test}})} \tag{24}
\]

**Step 8**: Repeat step 6 and step 7 until the convergence condition is met.

**Step 9**: Calculate facial expression class:

\[
\xi = \text{arg max } p(z_k | d_{\text{test}}) \tag{25}
\]

For the task of facial expression recognition, our goal is to classify a new face image to a specific facial expression class. During the inference stage, given a testing face image, we can treat each aspect in the LDA model as one class of facial expression. For facial expression recognition with
large amount of training data, this will result in long training time. In this paper, we adopt a supervised algorithm to train LDA model. The supervised training algorithm not only makes the training more efficient, but also improves the overall recognition accuracy significantly. Each image has a class labeled information in the training images, which is important for the classification task. Here, we make use of this class label information in the training images for the learning of the LDA model, since each image directly corresponds to a certain facial expression class on train sets.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

We studied facial expression feature representation and facial expression classification schemes to recognize seven different facial expressions, such as “anger”, “disgust”, “fear”, “happiness”, “neutral”, “sadness” and “surprise” in the JAFFE database. We verified the effectiveness of our proposed algorithm using C++ and Matlab7.0 hybrid implementation on a PC with Intel CORE i5 3.2 GHz processor and 4G RAM. JAFFE data set is the most available video sequence dataset of human facial expression. In this database, there are seven groups of images by 10 Japanese women and a total of 213 images, which are “anger”, “disgust”, “fear”, “happiness”, “neutral”, “sadness” and “surprise” respectively [29-30]. The size of each image is 256×256 pixels in the JAFFE database. Each face image was normalized to a size of 8×8. Some sample images are shown in figure 4.

![FIGURE 4 Example of seven facial expression images in JAFFE. (a) “anger”, (b) “disgust”, (c) “fear”, (d) “happiness”, (e) “neutral”, (f) “sadness”, (g) “surprise”](image-url)
In Experiments, we chose 200 face images per class randomly for training, 120 face images for testing in JAFFE. These images were pre-processed by aligning and scaling, thus the distances between the eyes were the same for all images, and ensured that the eyes occurred in the same coordinates of the image. The system was run seven times, and we obtained seven different training and testing sample sets. The recognition rates were obtained by average recognition rate of each run.

We randomly selected a subset from all image blocks to construct the codebook and used k-means clustering algorithms to obtain clusters. Visual words (Codewords) are then defined as the centers of the obtained clusters. To determine the value of $M$ that is the number of the visual word set, the relation between $M$ and recognition accuracy was observed, which is displayed in figure 5. It is revealed in figure 5 that with the increasing of $M$ recognition accuracy is rise up at the beginning and if $M$ is larger than or equal to 60, the recognition accuracy is stabled to 94.7%. As a result, $M$ is set as 60.

![FIGURE 5 Relation curve between M and accuracy](image)

In order to examine the accuracy of our proposed facial expressions recognition approach, we used 200 different face images for this experiment. Some images contained the same person but
in different expressions. The recognition results are presented in the confusion matrices. The confusion matrix for per-video classification is shown in figure 6.

<table>
<thead>
<tr>
<th></th>
<th>&quot;anger&quot;</th>
<th>disgust</th>
<th>fear</th>
<th>happiness</th>
<th>neutral</th>
<th>sadness</th>
<th>surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;anger&quot;</td>
<td>0.97</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.03</td>
<td>0</td>
</tr>
<tr>
<td>disgust</td>
<td>0.02</td>
<td>0.96</td>
<td>0.02</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>fear</td>
<td>0.04</td>
<td>0.03</td>
<td>0.93</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>happiness</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.95</td>
<td>0.03</td>
<td>0.02</td>
<td>0</td>
</tr>
<tr>
<td>neutral</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.09</td>
<td>0.90</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td>sadness</td>
<td>0</td>
<td>0</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
<td>0.94</td>
<td>0</td>
</tr>
<tr>
<td>surprise</td>
<td>0</td>
<td>0</td>
<td>0.02</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.98</td>
</tr>
</tbody>
</table>

The average recognition accuracy : 0.947

FIGURE 6 Confusion matrix for facial expression recognition

Each cell in the confusion matrix is the average result of facial expression respectively. We can see that the algorithm correctly classifies most facial expressions. Average recognition rate gets to 94.7%. Most of the mistakes are confusions between “anger” and “sadness”, between “happiness” and “neutral”, between “fear” and “surprise”. It is intuitively reasonable that they are similar facial expressions.

To examine the accuracy of our proposed facial expression recognition approach, we compared our method with two state-of-the-art approaches for facial expression recognition using the same data. The first method is “AAM+SVM”, which used Active Appearance Models (AAM) to extract face features, and SVM to classify facial expression. The second method is “SLPP+ MKSVM”, which used SLPP to extract facial expression feature, and multiple kernels support vector machines (MKSVM) was used to recognize. 300 different expression images were used for this experiment, where some images contained the same person but in different facial expression. The results of recognition accuracy comparison are shown in figure 7.
In Figure 7, we can see that AAM+SVM obtain average recognition accuracy of 81.5%. The average recognition accuracy of SLPP+ KSVM is 87.2%. Our method is stabled to average recognition accuracy of 94.7%. Our method has higher recognition accuracy and performs significantly better than the above two state-of-the-art approaches for facial expression recognition. Because we improved the recognition accuracy in the two stages of facial expression features extraction and facial expression recognition. In the stage of facial expression feature extraction, we used global texture feature and motion features that were reliably with noisy image sequences and bag-of-words frame work to describe facial expression effectively. In the stage of expression recognition, we used LDA algorithm to classify facial expression images. Our method performs the best, its recognition accuracies and speeds are satisfactory.

V. CONCLUSION

Facial expression recognition can provide significant advantage in public security, financial security, drug-activity prediction, image retrieval, face detection, etc. In this paper, we have presented a novel method to recognize the facial expression and given the seven facial expression levels at the same time. The main contribution can be concluded as follows:

(1) AAM model was used for global texture features extraction. Optical flow model was used to extract facial velocity features, then after fusing global texture features and facial velocity
features, we got hybrid features and converted them into visual words using “bag-of-words” models. Visual words were used for facial expression representation.

(2) LDA model was used for facial expression recognition, which recognized different facial expression categories. In addition, in order to improve the recognition accuracy, the class label information was used for the learning of the LDA model.

(3) Experiments were performed on a facial expression dataset in JAFFE and evaluated the proposed method. Experimental results reveal that the proposed method significantly improves the recognition accuracy and performs better than previous ones.
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