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ABSTRACT

The growing demand for high-quality statistical data for small areas coming from both the public and private sector makes it necessary to develop appropriate estimation methods. The techniques based on small area models that combine time series and cross-sectional data allow for efficient "borrowing strength" from the entire population and they can also take into account changes over time. In this context, the EBLUP estimation based on multivariate Rao-Yu model, involving both autocorrelated random effects between areas and sampling errors, can be useful. The efficiency of this approach involves the degree of correlation between dependent variables considered in the model. In the paper we take up the subject of the estimation of incomes and expenditure in Poland by means of the multivariate Rao-Yu model based on the sample data coming from the Polish Household Budget Survey and administrative registers. In particular, the advantages and limitations of bivariate models have been discussed. The calculations were performed using the sae and sae2 packages for R-project environment. Direct estimates were performed using the WesVAR software, and the precision of the direct estimates was determined using a balanced repeated replication (BRR) method.
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1. Introduction

The motivation for the paper is twofold. First, the growing demand for high-quality statistical data at low levels of aggregation, observed over the last few decades, has attracted much attention and concern amongst survey statisticians, but only a few works have been devoted to the small area estimation involving the combination of cross-sectional and time-series data. Second, the evidence on income distribution and poverty gathered for OECD countries in the latter part of
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the first decade of the 2000s confirms that there has been an significant increase in income inequality, which has grown since at least the mid-1980s and there are still substantial differences in regional income levels (see: Growing Unequal?, OECD 2008; Divided We Stand. Why Inequality Keeps Rising, OECD 2011). Due to the problem of high disparities between regions it is becoming crucial to provide reliable estimates of income distribution characteristics for small areas. The task is rather difficult as heavy-tailed and extremely asymmetrical income distributions can yield many estimation problems even for large domains. For some population divisions (by age, occupation, family type or geographical area) the problem becomes more severe and estimators of income distribution characteristics can be seriously biased and their standard errors far beyond the values that can be accepted by social policy-makers for making reliable policy decisions. That latter case is the area of applications for small area estimation.

Within the framework of survey methodology and small area estimation one can apply several methods to improve the estimation quality. Making use of auxiliary data coming from administrative registers or censuses within the traditional framework of survey methodology (ratio and regression estimators) can obviously improve the quality of estimates. However, the most important issue is the synthetic estimation that moves away from the design-based estimation of conventional direct estimates to indirect (and usually model-dependent) estimates that „borrow strength” from other small areas or other sources in time and/or in space. The term „borrowing strength” means increasing the effective sample size and is related to using additional information from larger areas, which can be applied for both interest (Y) and auxiliary variables (X). A large variety of small-area techniques, including small area models, have been described in Rao (2003), Rao, Molina (2015). In the paper we are especially interested in the multivariate case of the Rao-Yu model, the extension of the Fay-Herriot model, which “borrows strength” from other domains and over time.

Multivariate models can account for the correlation between several dependent variables and can specifically be applied to the situations when correlated income characteristics are involved. Multivariate models, being extensions of basic small area models, have been studied in some papers within the framework of small area estimation literature. In particular, interesting studies concerning multivariate linear mixed models can be found in the papers by Fay (1987) and Datta et al. (1991). In Datta et al. (1996) one can find the application of multivariate Fay-Herriot model in the context of hierarchical model with the application to estimating the median income of four-person families in the USA. Recently, some papers have been published where the multivariate linear mixed models were employed, including the works by Benavent and Morales (2016), Porter et al. (2015). The interesting applications related to the victimization surveys in the USA can be found in Fay and Diallo (2012), in Fay and in Li, Diallo and Fay (2012). Also, some applications of Rao-Yu model have been published. Here, we can mention the works by Janicki (2016) and Gershunskaya (2015). One of the applications for the univariate case of the Rao-Yu model can
be found in the previous paper of the authors (Jędrzejczak, Kubacki (2016)). The increase in the number of applications in this area can also be related to the recently published package sae2 for R-project environment (Fay, Diallo (2015)).

The aim of this paper is to present the method for estimating small area means on the basis of sample and auxiliary data coming from other areas and different periods of time. The authors’ proposition is to use two-dimensional models which can be applied to simultaneously estimate correlated income variables. The example of the application is based on the micro data coming from the 2003–2011 Polish Household Budget Survey on income and expenditure assumed as dependent variables, and administrative registers. In the application two-dimensional Rao-Yu model is compared with simpler estimation techniques.

2. Univariate and multivariate Rao-Yu model

Various small area models can be utilized in order to improve the quality of estimation in the presence of insufficient sample sizes. They can account for between-area variability beyond that explained by traditional regression models and thus make it possible to adjust for specific domains. Most of these models are special cases of the general linear mixed model.

General linear mixed model is a statistical linear model containing both fixed and random effects, which can be described as follows (see e.g.: Rao (2003), Chapter 6.2):

\[ y = X\beta + Zv + e \]  

(1)

In the equation given above \( y \) is a \( n \times 1 \) vector of the observations that can come from a sample survey, \( X \) and \( Z \) are known \( n \times p \) and \( n \times h \) matrices that can represent auxiliary data, \( v \) and \( e \) are independently distributed random variables with covariance matrices \( G \) and \( R \) respectively, related to the model variance components. Depending on the variance-covariance structure many variants of the model (1) can be specified, among them the model with block-diagonal covariance structure, which has been the basis for many small area models, including the popular Fay-Herriot model or the Rao-Yu model. They are the examples of area-level model in contrast to the unit-level models that are not considered in the paper.

Univariate model

Rao-Yu small area model, which incorporates time series and cross-sectional data, is a special case of the general linear mixed model with block diagonal covariance structure as described in Rao and Yu (1994) and in Rao (2003). A linear mixed model for the population values, \( \theta_{it} \), for the domain \( i (i=1,...,m) \) in time \( t (t=1,...,T) \) is the following

\[ \theta_{it} = x_i^T \beta + v_i + u_{it} \]  

(2)
where:
\[ x_i^T \] is a row vector of known auxiliary variables,
\( \beta \) is a vector of fixed effects,
\( v_i \) is a random effect for the area \( i \), \( v_i \sim N(0, \sigma_v^2) \),
\( u_{it} \) is a random effect for the area \( i \) and time \( t \), representing the stationary time-series described by AR(1) process
\[ u_{it} = \rho u_{i,t-1} + \epsilon_{it} \]
with constraint \( |\rho| < 1 \) and \( \epsilon_{it} \sim N(0, \sigma^2) \).

Based on the model (2) we can obtain the corresponding model for the observed sample values, \( y_{it} \), which takes the form:
\[ y_{it} = \theta_{it} + e_{it} = x_i^T \beta + v_i + u_{it} + e_{it} \] (3)
where:
\( e_{it} \) is a random sampling error for the area \( i \) and time \( t \), with
\[ e_i = (e_{i1}, ..., e_{iT})^T \]
following \( T \)-variate normal distribution with the mean 0 and known covariance matrix \( \Sigma \).

It is worth noting that the random variables \( v_i \), \( \epsilon_i \) and \( e_i \) are mutually independent and the matrix \( \Sigma \) with diagonal elements equal to sampling variances for the domain \( i \) corresponds to the matrix \( R \) from the model (1).

The crucial role in the model is played by the random terms \( v \) and \( u \). They are two components constituting the total random effect of the Rao-Yu model. The first one \( (v) \) accounts for the between-area variability while the second one \( (u) \) accounts for the variability across time. In particular: \( v_i \)'s are independent and identically distributed random effects that describe time-independent differences between areas; the \( u_i \)'s follow the autoregressive process with \( \rho \) being temporal correlation parameter for all the areas of interest.

**Multivariate model**

Assume \( \theta_{it} = (\theta_{it,1}, ..., \theta_{it,r})^T \) as a vector of unknown population parameters. Let \( y_{it} \) be a vector of direct estimators of \( r \) parameters of interest related to sample observations which can be expressed as \( y_{it} = (y_{it,1}, ..., y_{it,r})^T \). The multivariate population model for the \( j \)-th variable of interest \((j=1,...,r)\) takes the following form (similar model can be found in Fay et al. (2012)):
\[ \theta_{it,j} = x_{it,j}^T \beta_j + v_{i,j} + u_{it,j} \] (4)
where:
\[ v_i = (v_{i1}, ..., v_{ir})^T \sim N_r(0, \Sigma_v) \]
is a vector of random effects for the area \( i \),
\( u_{it} \) is a random effect for the area \( i \) and time \( t \), representing the stationary time-series described by AR(1) process

\[
u_{it,k} = \rho u_{i,t-1,k} + \epsilon_{it,k}\]

with constraint \(|\rho|<1\) and \( \epsilon_{it} = (\epsilon_{it,1}, ..., \epsilon_{it,r})^T \sim N_r(0, \sigma^2) \).

It is worth noting that the model (4) also posits a single autoregression parameter \( \rho \) and the random variables \( v_i, \epsilon_i \) and

\[
e_i = (e_{i1,1}, e_{i2,1}, ..., e_{iT,1}, ..., e_{i1,r}, e_{i2,r}, ..., e_{iT,r})^T
\]

are mutually independent.

The sampling model corresponding to the formula (4) can be written as

\[
y_{it,j} = \theta_{it,j} + e_{it,j} = x_{it,j}' \beta_j + v_{i,j} + u_{itj} + e_{it,j}
\]

with the covariance matrix of random effects, linking the matrices \( \sigma^2 \) and \( \sigma \), equal

\[
G = M \otimes \left[ (\sigma \sigma^T)u_c \otimes \Gamma_u + (\sigma \sigma^T_v)u_c \otimes \Gamma_v \right].
\]

where: \( \Gamma_u \) is covariance matrix of \( u_i = (u_{i1}, ..., u_{iT})^T \) with the elements equal to \( \rho^{t-s}/(1-\rho^2) \) for an entry \((t,s)\) that represent the AR(1) model for \( u_{it} = \rho u_{i,t-1} + \epsilon_{it} \), with constraint \(|\rho|<1\). Vectors \( v_i \) represent the random effects, reflecting time-independent differences between areas. The vectors \( \sigma_v \) and \( \sigma \) represent the model errors connected with the random effects \( u \) and \( v \), respectively, and have \( r \) elements each. The matrix \( u_c \) is \( r \times r \) matrix of \( \rho u_{j,k} \) values with the diagonal elements equal to 1 and for the remaining elements \( j \neq k \), related to the correlation of the random effects \( u \) with respect to the multidimensional structure specified within the model. \( M \) is \( m \times m \) diagonal matrix with elements equal to 1.

Using the multivariate Rao-Yu model given by (5) we can formulate the best linear unbiased predictor (BLUP) estimator of a small area parameter \( \theta_{it} \) as a linear combination of fixed and random effects:

\[
\tilde{\theta}_{iT} = x_{iT}' \tilde{\beta} + m_i^T G_i V_i^{-1} (y_i - X_i \tilde{\beta})
\]

where \( \tilde{\beta} = (X^TV^{-1}X)^{-1}X^TV^{-1}y \) is the generalized least squares estimator of \( \beta \) and \( m_i \) is a vector with values equal to 1 for the area \( i \) for \( j \)-th variable and \( T \)-th period of time and zeroes for the other elements and \( V_i = R_i + Z_i G_i Z_i^T \). Note that in the multidimensional case, the \( i \) subscript is connected with \( r \)-dimensional vectors, where \( r \) is the number of dependent variables in the multidimensional model.

The procedure of obtaining EBLUP (Empirical BLUP) estimates is involved in the replacement of several variance components by their consistent estimators using Maximum Likelihood (ML) or Restricted Maximum Likelihood (REML) procedures (see e.g.: Rao and Molina (2015), pp.102–105).
Assuming that the vector of the estimators of the model variance parameters is \( \tilde{\delta} = (\tilde{\sigma}^2, \tilde{\sigma}_v^2, \tilde{\rho}) \), the second-order approximation of mean square error (MSE) of the EBLUP estimator can be obtained using the following general formula (see e.g.: Rao, 2003, eq.(6.3.15)):

\[
\text{MSE} \left( \tilde{\theta}_{it}(\tilde{\delta}) \right) = g_{1it}(\tilde{\delta}) + g_{2it}(\tilde{\delta}) + 2g_{3it}(\tilde{\delta})
\]

where

\[
g_{1it}(\tilde{\delta}) = m_i^T(G_i - G_iV_i^{-1}G_i)m_i
\]

\[
g_{2it}(\tilde{\delta}) = d_i^T \left( \sum_{i=1}^m X_i^T V_i^{-1}X_i \right)^{-1} d_i
\]

\[
g_{3it}(\tilde{\delta}) = tr \left[ \left( \frac{\partial b_i^T}{\partial \delta} \right) V_i \left( \frac{\partial b_i^T}{\partial \delta} \right)^T \tilde{V}(\tilde{\delta}) \right]
\]

where

\[
d_i^T = x_{iit}^T - b_i^TX_{i}^T
\]

\[
b_i^T = m_i^T G_i V_i^{-1}
\]

The detailed expressions of the derivatives \( b_i \) can be found in Diallo (2014) and in Fay and Diallo (2012). For the multidimensional case one can also check the sae2 source code (Fay and Diallo (2015)) available at http://cran.r-project.org.

3. Results and discussion

In the application we were interested in the simultaneous estimation of per capita income \((Y_1)\) and expenditure \((Y_2)\) in Poland by region NUTS2, based on the sample data coming from the Polish Household Budget Survey. Multivariate models can fit to this kind of situations as they account for the correlation between several dependent variables. To improve the estimation quality we decided to formulate a bivariate small area model where the explanatory variables \((X_1, X_2)\) were GDP per capita for regions coming from administrative registers. To obtain better estimates for the year 2011, we decided to utilize historical data coming from the years 2003-2011, which enabled “borrowing strength” not only across areas but also over time. This was possible by using the multivariate Rao-Yu model (5) based on cross-sectional and time-series data and obviously making use of the correlation between the predicted variables. The results obtained on the basis of these model were compared to the ones obtained from the respective univariate models for each response variable and to the classical Fay-Herriot model. The basis for the calculations was the micro data coming from the Polish Household Budget Survey and regional data from the GUS Local Data Bank.

At the first stage, direct estimates of both parameters of interest for 16 regions were calculated from the HBS sample together with their standard errors obtained by means of the Balanced Repeated Replication (BRR) technique. At the second
stage the models were formulated and estimated from the data and finally EBLUP estimates were obtained as well as their MSE estimates. In order to evaluate the possible advantages of the estimators obtained by means of the bivariate Rao-Yu model (5) for \( j=1,2 \), we also estimated the parameters of simpler small area models and their corresponding EBLUPs. In particular, we additionally estimated the parameters of:

- the traditional Fay-Herriot model, “borrowing strength” only from other areas,
- univariate Rao-Yu model (eq. 3), “borrowing strength” from areas and over time.

In the computations conducted in R-project environment the packages \textit{sae} and \textit{sae2} have been applied. The \textit{sae2} package includes the implementation of the estimation procedure for the Rao-Yu model, which provides an extension of the basic type A model to handle time series and cross-sectional data (Rao (2003)). A special R macro has been developed that simplifies the reading of the input data from Excel spreadsheets, performing calculations for ordinary EBLUP models and Rao-Yu models for both uni- and two-dimensional cases. This macro has been helpful in obtaining the following: the diagnostics for EBLUP models, diagnostic charts for relative estimation errors (REE), relative estimation error reduction (REE reduction) and REE reduction due to time relationships. The macro presented in the appendix describes simple calculations for 3-dimensional Rao-Yu model using \textit{sae2} package and \textit{eblupRY} function.

In Table 1 we show estimation results obtained for the two-dimensional model (5). For each dependent variable the estimates of fixed effects and the parameters of variance-covariance structure of the model, \( \sigma^2 \), \( \sigma_v^2 \) and \( \rho \), are presented.

### Table 1. Diagnostics of Rao-Yu two-dimensional model of available income and expenditure based on sample and administrative data

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient estimates</th>
<th>Standard error</th>
<th>t-Statistics</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Submodel 1:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Y1- Avail. Income 2003-2011</strong></td>
<td>( \sigma^2 = 1309.49 )</td>
<td>( \sigma_{1v}^2 = 0.002 )</td>
<td>( \rho = 0.959 )</td>
<td>LogL= -1415.140</td>
</tr>
<tr>
<td>Intercept</td>
<td>76.455</td>
<td>49.170</td>
<td>1.555</td>
<td>0.120</td>
</tr>
<tr>
<td>X1 GDP per capita</td>
<td>0.030</td>
<td>0.001</td>
<td>21.293</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Submodel 2:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Y2- Expenditure 2003-2011</strong></td>
<td>( \sigma^2 = 620.050 )</td>
<td>( \sigma_{2v}^2 = 0.001 )</td>
<td>( \rho = 0.959 )</td>
<td>LogL= -1415.140</td>
</tr>
<tr>
<td>Intercept</td>
<td>226.620</td>
<td>34.046</td>
<td>6.656</td>
<td>0.000</td>
</tr>
<tr>
<td>X2 GDP per capita</td>
<td>0.021</td>
<td>0.001</td>
<td>21.131</td>
<td>0.000</td>
</tr>
</tbody>
</table>
The model diagnostics indicate that the parameter $\sigma_v^2$ has only a small contribution to the variability of the model, which is mostly determined by time-related component. Figure 1 additionally shows the decomposition of random effects of the model (5) into two components: area effects ($v_i$) and time-area effects ($u_{it}$). In the figure it is possible to observe the impact and distribution of these effects over time. The random effects are consumed by time-related component while the influence of time-independent ones remains negligible.

Tables 2 and 3 show estimation results obtained for 16 NUTS2 regions in Poland. To assess the average relative efficiency and efficiency gains for each pair of estimators we utilized the following formulas (see: Rao (2003)):

$$
\overline{\text{EFF}_{est1/est2}} = \frac{\overline{\text{REE}(EST_1)}}{\overline{\text{REE}(EST_2)}}, \quad \text{where: } \overline{\text{REE}(EST)} = \sum_{i=1}^{m} \text{REE}_i
$$

Table 2 comprises the estimates of both variables of interest: per-capita available income and expenditure for regions, obtained using direct estimator, Rao-Yu EBLUP and Rao-Yu two-dimensional EBLUP. Each estimate is accompanied by its estimated precision: relative estimation error (REE) defined as the relative root MSE. The results obtained for income are in general better than the corresponding ones obtained for expenditure, which can be explained by
higher dispersion of income. The improvement is also more evident for regions with poor direct estimates.

Table 2. Estimation results for available income and expenditure by region in the year 2011 (direct estimates and Rao-Yu EBLUPs – uni- and two-dimensional in PLN)

<table>
<thead>
<tr>
<th>Region</th>
<th>Available income</th>
<th>Expenditure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Direct</td>
<td>Rao-Yu model</td>
</tr>
<tr>
<td></td>
<td>Parameter estimate</td>
<td>Parameter estimate</td>
</tr>
<tr>
<td><strong>Parameter estimate</strong></td>
<td><strong>REE [%]</strong></td>
<td><strong>REE [%]</strong></td>
</tr>
<tr>
<td>Dolnośląskie</td>
<td>1282.93</td>
<td>2.68</td>
</tr>
<tr>
<td>Kujawsko-Pomor.</td>
<td>1108.94</td>
<td>2.17</td>
</tr>
<tr>
<td>Lubelskie</td>
<td>1025.80</td>
<td>2.07</td>
</tr>
<tr>
<td>Lubuskie</td>
<td>1189.89</td>
<td>1.55</td>
</tr>
<tr>
<td>Łódzkie</td>
<td>1203.19</td>
<td>2.62</td>
</tr>
<tr>
<td>Małopolskie</td>
<td>1156.79</td>
<td>2.53</td>
</tr>
<tr>
<td>Mazowieckie</td>
<td>1622.96</td>
<td>2.02</td>
</tr>
<tr>
<td>Opolskie</td>
<td>1181.90</td>
<td>1.88</td>
</tr>
<tr>
<td>Podkarpackie</td>
<td>937.85</td>
<td>2.52</td>
</tr>
<tr>
<td>Podlaskie</td>
<td>1224.92</td>
<td>1.45</td>
</tr>
<tr>
<td>Pomorskie</td>
<td>1286.94</td>
<td>3.09</td>
</tr>
<tr>
<td>Śląskie</td>
<td>1215.44</td>
<td>0.95</td>
</tr>
<tr>
<td>Świętokrzyskie</td>
<td>1062.78</td>
<td>2.37</td>
</tr>
<tr>
<td>Warmińsko-Maz.</td>
<td>1096.87</td>
<td>2.63</td>
</tr>
<tr>
<td>Wielkopolskie</td>
<td>1135.02</td>
<td>2.73</td>
</tr>
<tr>
<td>Zachodniopomor.</td>
<td>1231.10</td>
<td>3.16</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>1185.21</strong></td>
<td><strong>2.28</strong></td>
</tr>
</tbody>
</table>

Source: Own calculations.
The last two columns of Table 2 demonstrate “efficiency gains due to time effects” obtained as REE reduction for the Rao-Yu models with respect the ordinary EBLUP estimators based on Fay-Herriot model. It can be noticed that the proposed method overwhelms the classical approach by 30.6% for available income and by 44.7% for expenditure. This improvement was possible due to time relationships incorporated into Rao-Yu models which are not included into the classical Fay-Herriot ones.

As it can be noticed in Table 2, the average efficiency gains coming from time-correlation between random effects are on average doubled when the bivariate Rao-Yu model is taken into account - for available income they exceed 30 %, for expenditure are almost 45% (the corresponding values for the univariate Rao-Yu model were 14.4% and 18.9%). This improvement comes from the bivariate approach making use of the correlation between several dependent variables.

Table 3 presents in detail the efficiency gains coming from the application of 2d Rao-Yu model for both variables of interest. The EBLUPs based on this model were compared to the direct approach and to the EBLUPs obtained on the basis of simpler model-based approaches. Even with respect to the univariate Rao-Yu model one can observe substantial increase in precision (for income by 11.2% and for expenditure by 21.2%). Figures 2 and 4 present the empirical distributions of REEs for different small area estimators applied in the study while the distributions of REE reduction by means of the proposed model are presented in Figures 3 and 5. As it can be seen in the illustrations the bivariate approach can significantly improve the precision of the estimates.

Table 3. Relative efficiency [in%] for available income and expenditure in 2011

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Dolnośląskie</td>
<td>143.7</td>
<td>169.9</td>
<td>133.7</td>
<td>153.2</td>
<td>106.3</td>
<td>120.3</td>
</tr>
<tr>
<td>Kujawsko-Pomorskie</td>
<td>133.2</td>
<td>113.1</td>
<td>128.1</td>
<td>146.9</td>
<td>105.4</td>
<td>126.9</td>
</tr>
<tr>
<td>Lubelskie</td>
<td>125.4</td>
<td>136.5</td>
<td>121.9</td>
<td>132.1</td>
<td>109.2</td>
<td>119.9</td>
</tr>
<tr>
<td>Lubuskie</td>
<td>118.2</td>
<td>153.3</td>
<td>116.0</td>
<td>146.9</td>
<td>105.4</td>
<td>126.9</td>
</tr>
<tr>
<td>Łódzkie</td>
<td>147.7</td>
<td>138.7</td>
<td>138.8</td>
<td>133.3</td>
<td>112.8</td>
<td>114.5</td>
</tr>
<tr>
<td>Małopolskie</td>
<td>136.6</td>
<td>161.1</td>
<td>129.3</td>
<td>150.3</td>
<td>108.9</td>
<td>122.2</td>
</tr>
<tr>
<td>Mazowieckie</td>
<td>142.0</td>
<td>136.0</td>
<td>141.3</td>
<td>135.6</td>
<td>112.2</td>
<td>113.5</td>
</tr>
<tr>
<td>Opolskie</td>
<td>120.9</td>
<td>169.5</td>
<td>117.7</td>
<td>159.7</td>
<td>105.5</td>
<td>128.5</td>
</tr>
<tr>
<td>Podkarpackie</td>
<td>142.4</td>
<td>120.1</td>
<td>136.2</td>
<td>118.1</td>
<td>118.9</td>
<td>110.4</td>
</tr>
<tr>
<td>Podlaskie</td>
<td>109.4</td>
<td>268.2</td>
<td>108.1</td>
<td>124.6</td>
<td>101.0</td>
<td>157.7</td>
</tr>
<tr>
<td>Pomorskie</td>
<td>167.8</td>
<td>130.5</td>
<td>154.0</td>
<td>125.9</td>
<td>119.4</td>
<td>111.2</td>
</tr>
<tr>
<td>Śląskie</td>
<td>113.1</td>
<td>119.4</td>
<td>112.1</td>
<td>118.2</td>
<td>107.5</td>
<td>112.6</td>
</tr>
<tr>
<td>Świętokrzyskie</td>
<td>132.2</td>
<td>130.3</td>
<td>126.8</td>
<td>126.3</td>
<td>114.2</td>
<td>115.1</td>
</tr>
<tr>
<td>Warmińsko-Mazurskie</td>
<td>130.9</td>
<td>159.2</td>
<td>124.8</td>
<td>146.7</td>
<td>108.2</td>
<td>125.6</td>
</tr>
<tr>
<td>Wielkopolskie</td>
<td>148.2</td>
<td>136.0</td>
<td>137.3</td>
<td>129.1</td>
<td>113.5</td>
<td>113.9</td>
</tr>
<tr>
<td>Zachodniopomorskie</td>
<td>152.0</td>
<td>157.0</td>
<td>140.2</td>
<td>45.4</td>
<td>109.5</td>
<td>117.6</td>
</tr>
<tr>
<td>Average efficiency gain</td>
<td>135.2</td>
<td>149.9</td>
<td>130.6</td>
<td>144.7</td>
<td>111.2</td>
<td>121.2</td>
</tr>
</tbody>
</table>

*Source: Own calculations.*
Figure 2. Distribution of REE for available income estimates in % in the years 2003-2011 (direct estimator and EBLUPs: ordinary and using Rao-Yu model – both 1 and 2-dimensional)

Source: Own calculations.

Figure 3. Distribution of REE reduction for available income estimates in the years 2003-2011 (direct estimator and EBLUPs: ordinary and using Rao-Yu model – both 1 and 2-dimensional)

Source: Own calculations.
Figure 4. Distribution of REE for expenditure estimates in % in the years 2003-2011 (direct estimator and EBLUPs: ordinary and using Rao-Yu model – both 1 and 2-dimensional)

Source: Own calculations.

Figure 5. Distribution of REE reduction for expenditure estimates in the years 2003-2011 (direct estimator and EBLUPs: ordinary and using Rao-Yu model – both 1 and 2-dimensional)

Source: Own calculations.
Figure 6. Distribution of REE reduction for available income using Rao-Yu EBLUP estimators due to time-related effects (referenced to the ordinary EBLUPs for one and two-dimensional models).

Source: Own calculations.

Figure 7. Distribution of REE reduction for expenditure using Rao-Yu EBLUP estimators due to time-related effects (referenced to the ordinary EBLUPs for one and two-dimensional models).

Source: Own calculations.
Table 4. Selected diagnostics for 2d Rao-Yu estimators referenced to the ordinary EBLUPs for different categories of income by region in the years 2003-2011

<table>
<thead>
<tr>
<th>First dependent variable $Y_1$</th>
<th>Second dependent variable $Y_2$</th>
<th>$u_{c,(1,2)}$</th>
<th>$\rho(Y_1,Y_2)$</th>
<th>$\frac{\text{REE}<em>{\text{EBLUP}}}{\text{REE}</em>{\text{R-Y2d}}}$ for $Y_1$</th>
<th>$\frac{\text{REE}<em>{\text{EBLUP}}}{\text{REE}</em>{\text{R-Y2d}}}$ for $Y_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Available Expenditures</td>
<td>0.9464</td>
<td>0.9751</td>
<td>1.080</td>
<td>1.207</td>
<td></td>
</tr>
<tr>
<td>Available Hired work</td>
<td>0.9800</td>
<td>0.9769</td>
<td>1.172</td>
<td>1.238</td>
<td></td>
</tr>
<tr>
<td>Available Self-empl.</td>
<td>0.9321</td>
<td>0.8643</td>
<td>1.033</td>
<td>1.126</td>
<td></td>
</tr>
<tr>
<td>Available Social benef.</td>
<td>0.6379</td>
<td>0.8067</td>
<td>1.001</td>
<td>1.098</td>
<td></td>
</tr>
<tr>
<td>Available Retirm. pays</td>
<td>0.6261</td>
<td>0.8462</td>
<td>1.002</td>
<td>1.077</td>
<td></td>
</tr>
<tr>
<td>Available Disabil. pens.</td>
<td>0.1912</td>
<td>-0.5435</td>
<td>0.999</td>
<td>1.048</td>
<td></td>
</tr>
<tr>
<td>Available Family pens.</td>
<td>-0.0561</td>
<td>0.2464</td>
<td>0.996</td>
<td>1.057</td>
<td></td>
</tr>
<tr>
<td>Available Other social</td>
<td>0.2896</td>
<td>-0.3227</td>
<td>0.997</td>
<td>1.032</td>
<td></td>
</tr>
<tr>
<td>Available Unem.benef.</td>
<td>0.7253</td>
<td>-0.2659</td>
<td>1.010</td>
<td>1.092</td>
<td></td>
</tr>
</tbody>
</table>

Source: Own calculations.

Table 4 summarizes efficiency gains due to the application of two-dimensional models with respect to the classical Fay-Herriot one, which are especially visible for the cases of remarkable correlation between dependent variables $Y_1$ and $Y_2$. For the pairs presenting the Pearson correlation exceeding 0.9: available income and expenditure or available income and income from hired work, the relative estimation errors are significantly reduced. For example, the average REEs of EBLUPs of income from hired work are by 20% higher than the corresponding values obtained by means of the two-dimensional Rao-Yu model. It is worth noting that similar dependencies were observed for the univariate case of the Rao-Yu model (see e.g.: Jędrzejczak, Kubacki (2016)).

4. Conclusions

Multivariate small area models which make use of auxiliary information coming from repeated surveys can lead to significant quality improvements as they borrow information from time and space and additionally exploit the correlation between the considered parameters. In the paper, the advantages and limitations of bivariate small-area models for income distribution characteristics have been discussed. To assess the possible quality improvements, the multivariate Rao-Yu and Fay-Herriot models have been implemented and utilized to the estimation of income characteristics for the Polish households by region. Significant estimation error reductions have been observed for the variables that were evidently time-dependent and strictly correlated with each other and for the domains with relatively poor direct estimators. In the preliminary analysis of the models incorporating larger number of dependent variables also three- and four-
dimensional Rao-Yu models have been specified but the gains from introducing additional dependent variables turned out to be rather ambiguous.

It would be advisable to check this method also for counties (poviats) and determine whether similar time-related relationships, which are observed for regions, could be observed for counties. The analysis presented here may also indicate that further comparisons between the Rao-Yu method and dynamic models, panel econometric models and nonlinear models should be conducted.
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APPENDIX

The macro presented below describes simple calculations for 3-dimensional Rao-Yu model using sae2 package and eblupRY function.

```
library(sae2)
library(RODBC)
channel1 <- odbcConnectExcel("Input.xls")
command <- paste("select * from [Sheet1$", sep="""")
base <- sqlQuery(channel1, command)
data <- c(base$DOCHG_SD, base$D901_SD, base$D905_SD)
D <- 16
T <- 9
n_var <- 3
var_ptr <- vector(mode = "integer", length = D*T*n_var)
for(i in 1:D) {
  for(j in 1:n_var) {
    for(k in 1:T) {
      var_ptr[(i-1)*(T*n_var)+(j-1)*T+k] <- (j-1)*(D*T)+(i-1)*T+k
    }
  }
}
errmat <- diag((data[var_ptr])^2)
result.T.RY <- eblupRY(list(DOCHG_AVG ~ PKBPC_ABS, D901_AVG ~ PKBPC_ABS, D905_AVG ~ PKB_PC), D=D, T=T, vardir = errmat, data=base, ids=base$WOJ, MAXITER = 500)
```